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How are we to govern AI?



1) AI and Democratic Values 
2) AI and Policy Frameworks 
3) AI and Fundamental Rights 
4) Conclusions



1) AI and Democratic Values





(1) Document AI policies and practices of countries 

(2) Establish a methodology based on global norms 

for alignment with Democratic Values 

(3) Provide a basis for comparative evaluation 

(4) Encourage countries to ensure that AI is 

trustworthy and human-centric

THE GOALS OF THE AI REPORT



A FEW NOTES ON THE 2023 REPORT 

• Third edition 

• 300+ researchers  

• Review AI policies in 75 countries 

• 1,265 pages, 4,400 footnotes 

• Ratings across 12 metrics 

• Countries are rated and ranked 



AI and Democratic Values - Metrics











1. National policies for AI that implement democratic values 

2. Public participation in AI policymaking and robust mechanisms for 
independent oversight of AI systems 


3. Fairness, accountability, and transparency in all AI systems 

4. Apply best practices for AI systems in public sector 

5. Ban facial recognition for mass surveillance

6. Curtail the deployment of lethal autonomous weapons 

7. Begin implementation of the UNESCO AI Recommendation 

8. Establish a comprehensive, legally binding convention for AI 

AI and Democratic Values - Recommendations



2) AI Policy Frameworks



\



1. Universal Guidelines for AI (2018)

2. OECD AI Principles / G20 AI Guidelines (2019)

3. UNESCO Recommendation on AI (2021)

4. Riyadh AI Call for Action Declaration (2022)

5. EU Artificial Intelligence Act (-2023)

6. COE AI Convention (-2023)



\







OECD AI Principles (2019) 
1. General, non-binding principles for human-centric, 

trustworthy AI (key provision on contestability)

2. Builds on other OECD policy frameworks - privacy, 

computer security, risk assessment

3. Incorporated in G20 AI Guidelines (2019), more than 

50 countries endorsed

4. Ongoing assessment of implementation (?)













UNESCO Recommendation on AI Ethics (2021) 
1. Comprehensive report

2. Propose Ethical Impact Assessments and a Readiness 
Assessment Methodology


3.Bans social scoring and mass surveillance

4. New issues - Protecting the environment and gender equity

US Rejoins UNESCO, citing AI work (June 2023) 

=> Implementation of Recommendation will be critical





Riyadh AI Call for Action Declaration (2022) 

1.Close the digital divide

2.Empower underprivileged communities

3.Promote digital development

4.Ensure fairness and non-discrimination 

5.Drive innovation in AI

6.Combat climate change by using AI 

7.Engage in international collaboration and cooperation  





EU Artificial Intelligence Act (2023)

1. Risk-based framework

2. High-risk AI applications are subject to many 

obligations; some AI applications will be prohibited

3. Negotiations between Parliament, Commission, and 

Council (the “trilogue)

4. Completion 2023 (Spanish presidency)

5. GDPR and “Brussels Effect” (Anu Bradford)





1. Started in 2019 with AI expert group.

2. Reflects the COE commitment to democratic institutions, 

fundamental rights, and rule of law

3. Work is now underway by COE Committee on AI.

4. Open for ratification by non-member States (US, Canada, 

Japan)

5. Similar to COE Privacy Convention (“108+”) and COE 

Cybercrime Convention

Council of Europe Convention on AI (2023?)



3) AI and Fundamental Rights



When do we prohibit AI?



“In so far as a scientific statement speaks about 

reality, it must be falsifiable: and in so far as it is not 

falsifiable, it does not speak about reality.” 

- Karl Popper, The Logic of Scientific Discovery 

The Challenge of Machine Learning  















AI Prohibitions 

1. Failure to comply with international human rights 
standards (UN OHCHR 2020)


2. Social Scoring (UNESCO 2021)

3. Mass Surveillance (UNESCO 2021)

4. Biometric categorization (?) (EU AIA)

5. Emotion recognition (?) (EU AIA)

6. Predictive policing (?) (EU AIA)

7. Generative AI and fundamental rights (??)



4) Conclusions



Norms for the governance 
of AI are rapidly emerging



Implementation and 
enforcement of norms  

are key challenges (GDPR)



Governments must act 
now






