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< Machine learn

This model card describes a model for predicting the quality of Wikipedia articles. It uses structural features
extracted from the article and a simple set of weights and wiki-specific normalization critera to label Wikipedia
articles in any language with a score between 0 and 1 (that can then be mapped to more recognized article
quality classes such as Stubs). These scores are relative to a given language edition (not directly comparable
across languages). The weights and feature selection were trained on editor asssessments from Arabic,
English, and French Wikipedia. This model is a prototype and may still be substantially updated.

Motivation [edit]

Wikipedia articles range in quality from rich, well-illustrated, fully-referenced articles that fully cover their topic
and are easy to read to single sentence stubs that define the topic of the article but do not offer much more
information. It is very useful to be able to reliably distinguish between these extremes and the various stages
of quality along this spectrum. Wikipedia editors have developed rich rubrics for how to evaluate the quality of
Wikipedia articles and are constantly assessing article quality to assist in coordinating work on the wikis
(English Wikipedia example). Editors use these quality scores to evaluate and prioritize their work.
Researchers use these quality scores to understand content dynamics. Developers use these quality scores
as filters when building recommender systems or other tools.

Wikipedia is ever-changing though, which makes it time-consuming (and largely impossible) for editors to
keep these quality assessments complete and up-to-date. An automatic quality model can help fill these gaps
by evaluating the quality for articles that are

or have changed since they were last

assessed. In doing so, it can provide researchers and tool with more data and even
potentially help editors identify articles that would benefit from a human assessment. Initial models were
language-specific, which allowed them to be finely-tuned to the dynamics and existing quality classes of a
particular language edition. This model approach is language-agnostic (works for all Wikipedia language

editions). The model may require further fine-tuning for a given community to better align its scores with
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How can we help editors to identify revisions that need to be “patrolled”? The goal of this model is to detect
revisions that might be reverted, independently if they were made on good faith or with the intention of
creating damage.

Patrolling content in more than 250+ Wikipedia projects is a difficult task. The amount of revisions, plus the
different languages involved requires a complex human effort. The aim of this model is to help patrollers
quickly identify potential problems, and revert damaging edits when needed.

Previous models had tried to solve this by creating language-specific solutions, however, that approach is
difficult to escalate and maintain, because it requires as many models as languages used on the Wikimedia
projects. Moreover, complex-language models are just available in certain languages, leaving out smaller
Wikipedia editions. Therefore, this model is based on Language Agnostic features, making it possible to use
it for any existing Wikipedia, and for new language projects that can appear in the future.

This model was trained using the two tables from the Wikimedia Data Lake. We used the Mediawiki History
table, and the Wikitext History one. Meta-data was extracted for the former, and other features such as
number of references, images and wikilinks, were extracted from the latter one.
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This model uses revision content and
metadata to predict the risk of being reverted.

This model is deployed on Liftwing. Right now, it is available for internal usage. You can see technical details on how to use it can be found here 2. This
model can be used to detect revisions that might need to be reverted. A high “revert probability” output (over .9) would provide good precision, while lower
threshold (0.5) would provide recall. This model should be used just for Wikipedia Articles (namespace 0), its features won't work outside Wikipedia.
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Open
Training and inference code are open and
public

Reliable and Scalable
In collaboration with the ML Platform Team

Multilingual

Preferring Language-Agnostic approaches, to
give the same opportunities to all our
communities

Explainable
Explainability is as important as accuracy

Community-centered
Communities are encouraged to provide
feedback or report biases, to continuously

improve models
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proposals

your Ideas In detall

The participatory texts component can be used to convert lengthy text
documents into various proposals or results and, vice versa, to compose
and display a unified text based on a collection of proposals or results.

e
(T

results

no proposal without an answer

The results component is used to turn proposals into results and give
official responses concerning their acceptance or rejection, merging
various proposals into a single result.

I
meetings
to meet and not miss anything
The meeting component offers organizations and participants the
opportunity to convene meetings, determine their location and time,

register and limit attendees, define the structure and content of the
meeting as well as publishing the minutes, and the resulting proposals.

Ppgppecsics

voting

decide your vote

The voting component offers organizations the possibility of activating
different voting or support systems around proposals: unlimited, limited
to a given threshold, weighted, cost-based, etc.

accountability

transparency from beginning to end

The accountability component offers the possibility of subdividing results
into projects, defining and applying progress statuses around their
implementation, as well as displaying the extent of the results’

i grouped by i d scopes.

participatory texts

to analyze, synthesize, and bulld In common

The participatory texts component can be used to convert lengthy text
documents into various proposals or results and, vice versa, to compose
and display a unified text based on a collection of proposals or results.

conference

where big events are premlered

The conference component allows an
organization to create a website for a big event by
joining up a series predefined meetings (chats,
workshops etc.), putting together a unified
program and managing attendees.

comments

bullding a collective Intelligence

The comments component enables users to add
comments, to identify the comment as being in
favor, against or neutral in relation to the

ke
. m
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surveys

because the oplinlon of your community
matters

The surveys component can be used to design
and publish surveys and to display and download
their results.

pages and blogs

your community, Informed and up to date
The pages component is used to create
informative pages with rich text formatting,
embedded pictures and videos. The blog

object, to vote comments, respond
to them and to receive notifications about
responses.

newsletter

simple but powerful

The newsletter component makes possible to
send emails to everyone registered in the
platform or, more selectively, to those who
participate in a specific space.

makes possible the creation of posts
or news, and to navigate them chronologically.

sortition
equality and the Justice of randomness

The sortition component allows to select a
number of proposals(e.q. candidates for a jury)
with random, yet reproducible, procedures that
guarantees non-biased and uniform
distributions.

notifications

on
contents

Decidim enables you to track any space or
component to receive updates every time they
happen.



decidim.org

Over 400 organizations

already use Decidim

30 countries | 240 publicinstitutions | 180 social organizations
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decidim.org
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decidim

. ‘ decidim is a digital infrastructure for participatory democracy led by the Barcelona City Council with contributors and collaborators all

around the world

https://decidim.org hola@decidim.org

E] Repositories 38 AL People 51 i) Teams 16 1'll Projects 8 £ Settings

Pinned repositories

= decidim docs-features

The participatory democracy framework. A generator
and multiple gems made with Ruby on Rails.

Decidim features and future roadmap documentation
(English, Spanish & Catalan)

ORuwy w392 Y113 *2 ¥2

Find a re

pository Type: All ~

decidim

The participatory democracy framework. A generator and multiple gems

NSV AN\
made with Ruby on Rails.

government community engine democracy open-data civic-tech

ORuby w392 ¥113 &8AGPL-3.0 Updated 3 hours ago

Customize pinned repositories

Language: All ~

Code repositories:
https://qgithub.com/decidim
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/Principles

Software license
GNU Affero General Public License v3.0

Why is software created

0 using taxpayers’ money
not released
as Free Software?

If it is public money,
Publlc Money it should be

Public Code public code as well.

publiccode.eu

on-
Ol-l
|-o
OH

Social Contract

Democratic guarantees code

e Opentocollaboration
e Transparency, traceability, integrity
e Democratic quality guarantees

e Privacy and security
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Governance

< Back o list

Intelligent recommendations
.DalaFoanndscN © 30/06/202018:12 I~

decidim.org

AI/ML related proposals on meta.decidim.org

[ hen someone publishes anew proposal, a list of similar entries is

Open community: participation

of the text and can be easily improved

° Proposa| of new features We sigpestiaing s ashniaised
to each proposal a multi-dimens|
terms of semantics) end up havit

for a given proposal would be the

e Bugreporting

To calculate the vectors associat
calculated vector embeddings fa

° Documentation

vocabulary)and then calculating
The pre-calculation of word vect

e Language translation

e Community and research meetings

Decidim Free Software Association: decision-making
e Coordination Committee

e General Assembly

displayed to avoid duplicates. The current recommendation algorithm calculates the
similarity of each pair of proposals based on trigram (sets of 3-characters)

comparison. This method, however, does not take into account the semantic aspects

Machine Learning

< Back tollist

Use automatic language detection for the machine translation feature

© virglieDevitie  10/06/202117:14

Is your feature request related to a problem? A clear and concise description of

‘what the problem is.

The futureu.europa.eu 2 platform is one of the first Decidim instances to be using

the machine translation feature.

Based on the proposal "Machine tri
detection edge cases” wed like to ¢

language problem.

As described in the additional cont
UGC (User generated content) forn

it or take the time to select the rigl

S -

< Backto list

Aggregate the opinions issued in a debate
e Malte Lopez Sanchez @  11/03/202207:08 1=

The problem

Currently, debates allow participants to post comments/arguments in favour or
against a proposal, and they can also express if they agree or disagree with the
arguments issued by others. However, this information is not aggregated, and thus, it
can be difficult to asses the debate results that i, if the proposal should be
accepted or rejected).

The solution
It would be really useful to aggregate all the opinions issued in a debate so that the
result becomes apparent. The attached images illustrate this idea (thumbs up/down

are just toillustrate the idea, proper design would be required).

This aggregated opinion would help to increase the quality of the debate (an thus, of
the democratic process it represents), and may incentivise participants to pose their

opinions.

Reference: MOC-PROP-2022-03-16956
Verslon number 1(of 1) see other versions
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